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Abstract

Monitoring complex production systems is primordial to ensure management, reliability and safety as well as maintaining the desired product quality. Early detection of emergent abnormal behaviour in monitored systems allows pre-emptive action to prevent more serious consequences, to improve system operations and to reduce manufacturing and/or service costs. This study reports the design of a new methodology for the detection of abnormal situations based on the integration of time-series analysis models and statistical process control (SPC) tools for the joint development of a monitoring system to help supervising the behaviour of emergency department services (EDs). The monitoring system developed is able to provide early alerts in the event of abnormal situations. The seasonal autoregressive moving average (SARMA)-based exponentially weighted moving average (EWMA) anomaly detection scheme proposed was successfully applied to the practical data collected from the database of the paediatric emergency department (PED) at Lille regional hospital centre, France. The method developed utilizes SARMA as a modelling framework and EWMA for anomaly detection. The EWMA control chart is applied to the uncorrelated residuals obtained from the SARMA model. The detection results of the EWMA chart are compared with two other commonly applied residual-based tests: a Shewhart individuals chart and a Cumulative Sum (CUSUM) control chart.

1. Introduction

1.1. The state of the art

Demand for enhanced production system safety is increasing to maintain safe and reliable system operations. In other words, reliable detection and diagnosis of anomalies is an important task to preserve high quality products as well as system safety. Since abnormalities in complex production systems are difficult to avoid and may result in serious degradations, it is important to be able to detect potential anomalies in the monitored system as early as possible. Early anomaly-detection can therefore provide significant improvements in the reduction of operational and maintenance costs, system down-time, and lead to increased levels of safety, which is of ever growing importance. Anomaly-detection is essential for proper and safe operation of various production systems, and it has recently become even more important than ever before. For example, anomaly-detection in hospital systems, particularly emergency departments (EDs) are among the most growing areas of concern for many countries. In particular, monitoring of patient flow in EDs is an urgent and critical issue for many hospital administrations in France and worldwide. This is due to the fact that emergency departments are: i) a key component of healthcare systems that should provide immediate care and vital lifesaving services, ii) the growing demand for emergency medical care and the reduction of the emergency departments and iii) the most overcrowding component. Of course, early detection of abnormal situations plays an important role regarding system management, reliability, and safety (e.g. manufacturing industries, shop floor, hospital systems...).

The primary objective of anomaly-detection is to identify any abnormal event indicating a distance from the process behaviour compared to its nominal behaviour [1]. In other words, anomaly-detection is a binary decision making process; either the system is under normal, or abnormal operating conditions. Abnormal situations occur when systems deviate significantly (outside the allowed range) from their normal regime during online operation [2,3]. Generally, two different kinds of anomalies can be distinguished by their form, anomalies may develop abruptly...
As mentioned above, the traditional statistical monitoring charts, which assume that data are uncorrelated, suffer some major shortcomings when this assumption is violated. Therefore, alternative mechanisms or schemes have to be employed to overcome the limitations. When a time series model is available for capturing the autocorrelation in the process data, the residuals which are the difference between the process measurements and the output of the time series model, can be approximately uncorrelated and monitored by conventional SPC charts. Therefore, the main objective of this paper is to combine the advantages of the univariate EWMA monitoring scheme and time series modelling to enhance their performances and widen their applicability in practice. Such a choice is mainly motivated by the greater ability of the EWMA monitoring scheme to detect small changes in the process mean. In such a framework, the EWMA monitoring scheme is applied to the uncorrelated residuals of the appropriate time series model. More specifically, this work focuses on the integration of time-series modelling and SPC tools for the joint development of a monitoring system to help supervise the behaviour of ED systems. Of course, this study reports the development of a seasonal autoregressive moving average (SARMA) model to describe daily patient arrivals at the paediatric emergency department (PED) in Lille, France. The proposed SARMA-based EWMA anomaly detection strategy is successfully applied to detect signs of abnormal situations caused by daily patient arrivals at the PED in Lille, France.

The remainder of this paper is organized as follows. Section 2 briefly reviews the conventional SPC-based monitoring techniques. Section 3 describes shortly the state of the art in time-series modelling in EDs. Section 4 outlines the methodology used in this work for the early detection of abnormal situations in production systems. Section 5 presents the application of the proposed methodology in the early detection of abnormal situations at the PED in Lille regional hospital centre, France. The data set used in the case study is described. The detection results of the proposed SARMA-based EWMA anomaly detection methodology are compared with those of the Shewhart I-chart and CUSUM control chart. Finally, Section 6 reviews the main points discussed in this work and concludes the study.

2. Statistical process control techniques

This section presents the basic principles of statistical process control charts and how they can be used in anomaly-detection.

2.1. SPC overview

The aim of SPC is to monitor a process to detect abnormal behaviour. SPC applications have been widely used in various production systems for monitoring processes and improving product quality [1,20]. Statistical controls charts (also referred to as monitoring charts) are one of the most commonly used tools in SPC and have been extensively used in quality engineering as a monitoring tool to detect the presence of possible anomalies in the mean or variance of process measurements. Control charts play a crucial role in detecting whether a process is still working under normal operating conditions (usually termed in-control) or not (out-of-control). In other words, a control chart is a picture of a process over time that helps to identify the state of the monitored process, i.e., it is running satisfactorily or not [15]. Within such a framework, numerous control charts have been developed to monitor process variable means over time, including: i) Shewhart charts [16], ii) CUSUM charts [17], and iii) EWMA charts [21]. For many decades, the primary utilization of control charts has focused on industrial quality control applications. Nowadays, the use of control charts has been extended to many areas, including healthcare systems [22,23], economics, informatics, and the environment [24–26]. The main characteristics of the control charts (monitored statistic, lower control limit (LCL) and upper control limit (UCL) for alerting, and the output), are summarized in Table 1 [15].
Table 1
Characteristics of the three main univariate control charts.

<table>
<thead>
<tr>
<th>Monitored statistic</th>
<th>LCL/UCL</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shewhart $\bar{x}_t = y_t$</td>
<td>LCL, UCL = $\mu_0 \pm L_0$</td>
<td>$S_t = 1$ if $</td>
</tr>
<tr>
<td>CUSUM $C_t^+ = \max[0, C_{t-1}^+ + y_t - (\mu + k)]$</td>
<td>$\mu_0$ and $\sigma_0$ are the mean and standard deviation of anomaly-free data, respectively. The threshold UCL = $H$. Usually the reasonable estimate of $H$ is $H = 5 \times \sigma$.</td>
<td>$C_t = 1$ if $C_t^+ &gt; H$</td>
</tr>
<tr>
<td>EWMA $z_t = \lambda y_t + (1 - \lambda)z_{t-1}$</td>
<td>LCL, UCL = $\mu_0 \pm L \sigma_0 \sqrt{1 - \lambda^n}$</td>
<td>when the $C_t^+$ statistic exceeds a threshold $H$, the process is considered to be out of control. $E_t = 1$ if $z_t &gt; UCL$ or $z_t &lt; LCL$.</td>
</tr>
</tbody>
</table>

Shewhart control charts, were the first method proposed for testing the hypothesis and can be effectively used to detect large shifts in the process mean [27]. However, a key disadvantage of Shewhart charts is that they only use the last data sample from an inspected process and do not retain any memory of the previous data (see Fig. 1). Consequently, these charts are relatively insensitive to small or moderate changes in the process variable mean [15]. Of course, this potentially makes Shewhart control charts less useful in monitoring processes when anomalies relating to small or moderate process mean shifts are of interest. The ability to detect smaller parameter shifts can be improved by using a chart based on a statistic that incorporates information from past samples in addition to current samples. These shortcomings motivate the use of other alternatives, such as EWMA and CUSUM charts, which are better suited to detecting smaller shifts in process mean [15]. This is because the CUSUM and EWMA charts take into account the information contained in the entire process history (see Fig. 1). The CUSUM chart gives equal weights to the entire process history observations when it accumulates all useful information in the historical data. However, since EWMA uses a weighted average of all past and current observations, it is a lot less sensitive to violating the normality assumption than CUSUM charts [28]. Also, CUSUM is relatively slow to respond to large shifts. Therefore, EWMA-based charts are an appropriate monitoring scheme to be adopted when dealing with individual observations [15]. According to the literature, EWMA is one of the most frequently used control charts for monitoring auto-correlated processes because of its flexibility and sensitivity to small shifts [29], which is presented in more details next. In the application presented later in Section 5, the Shewhart and CUSUM charts are used as a benchmark for anomaly-detection using time series modeling.

2.2. EWMA control scheme-based monitoring

In EWMA control schemes, the moving average is calculated by multiplying the historical observations by a weight that decays exponentially over time [15]. The properties of this control scheme and its use in process monitoring have been studied in [18]. The EWMA decision statistic, $z_t$, is described by the following recursive formula:

$$z_t = \lambda y_t + (1 - \lambda)z_{t-1}$$  \hspace{1cm} (1)

where $y_t$ is the value of the monitored variable at time $t$ ($t = 1, \ldots, n$), and $\lambda$ is the smoothing parameter lying between 0 and 1 (i.e. 0 < $\lambda$ < 1) that determines the temporal memory of the EWMA decision function. The initial value $z_0$ is set as equal to the in-control process mean. The smoothing parameter determines the depth of memory of the EWMA, i.e. how much memory is retained in the averages. Larger $\lambda$ values retain less temporal memory, i.e. give more weight to recent data and less weight to older data. However, a small $\lambda$ value gives more weight to older data. In other words, this coefficient $\lambda$ acts as a forgetting factor. Generally, in quality control, a smaller $\lambda$ value leads to quicker detection of smaller shifts [30]. Indeed, $\lambda$ should be adjusted to an appropriate value according to the characteristics of the process monitored. The value of $\lambda$ is usually set between 0.2 and 0.3 [18]. The standard deviation of $z_t$ is defined as $\sigma_{z_t} = \sigma_0 \sqrt{\frac{\lambda}{(2 - \lambda)}} \left[1 - (1 - \lambda)^2\right]$. where $\sigma_0$ is the standard deviation of the anomaly-free or preliminary data set. The EWMA control scheme declares an anomaly when the value of $z_t$ does not lie within the interval between an upper, UCL, and lower, LCL, control limits. The upper and lower control limits are usually set as: UCL = $\mu_0 \pm L \sigma_0$, where $L$ is the width of the control limits (which determines the confidence limits, usually specified as 3 for a false alarm rate of 0.3%).

It is well known that most traditional univariate SPC charts rely on the prior assumption that the process data are not correlated.
Such an assumption is not valid in the case of EDs, where patient flow data are autocorrelated. For such autocorrelated processes, conventional univariate SPC charts, such as Shewhart chart, CUSUM chart and EWMA chart, generally become ineffective and impractical. Indeed, monitoring highly autocorrelated processes based on conventional SPC control charts usually results in high false alarm rates [2,13], or even in faults being undetected. Such a limitation makes conventional SPC techniques inadequate to successfully monitor patient flow in EDs. A possible solution to avoid such limitations to monitor the behaviour of EDs is to use time-series modelling. More specifically, time-series modeling of the correlation present in patient flow variables is advantageous in the sense that residuals resulting from the time-series model are approximately uncorrelated and can therefore be monitored using conventional SPC charts. More details about time-series modelling in EDs are presented next.

3. Time-series modeling and EDs

3.1. Time series analysis

A time series is a sequence of measurements indexed over time \( t \). One of the main objectives of time-series analysis is to identify the nature of the phenomenon represented by the sequence of observations. The literature review shows that time-series analysis has been largely applied for modelling and analysis in various fields such as electrical energy [31], the environment [32], and health care establishments [33].

The three univariate time-series models which have been widely applied in the literature are autoregressive (AR), moving average (MA), and autoregressive moving average (ARMA) processes. Adding non-stationary models to the mix leads to the ARIMA model (autoregressive integrated moving average), popularized in the work by [34]. When a time series exhibits seasonality, a SARIMA model can be used to measure the seasonal effect or eliminate seasonality. To take into account explanatory variables (meteorological measurements (temperature, wind direction...), epidemics,)..., the autoregressive moving average model with external inputs (ARMAX) and its variants (ARX, ARMAX, SARMAX,...) is suited [35,36]; The results presented in the literature show that ARMA models and their variants [34] provide a very accessible time-series analytical tool both in terms of methodological constraints and the level of mathematical models used, which are less complex linear stochastic equations. In this study, univariate time-series analysis was used to describe the variation in demand for emergency care in an ED system.

3.2. Time-series modelling

The ARMA model of order \((p,q)\) denoted auto-regressive moving average, ARMA \((p,q)\), is written as:

\[
y_t = \sum_{i=1}^{p} \varphi_i y_{t-i} + \sum_{j=1}^{q} \theta_j \epsilon_{t-j} + \epsilon_t
\] (2)

where:

\( y_t \) is the variable to be predicted using previous samples of the time series
\( \varphi_i, \theta_j \) are non seasonal parameters.
\( \epsilon_t \) is a sequence of i.i.d. (independent and identically distributed) terms which have zero mean.

Using the backshift operator, \( B \), defined as \( B^k y_t = y_{t-k} \), we can re-write Eq. (2) as follows:

\[
\varphi(B)y_t = \theta(B)\varepsilon_t,
\]

\[
\varphi(B) = (1 - \varphi_1 B - \varphi_2 B^2 - \ldots - \varphi_p B^p)
\]

\[
\theta(B) = (1 - \theta_1 B - \theta_2 B^2 - \ldots - \theta_q B^q)
\]

\[
\theta(B)\varepsilon_t = (1 - \theta_1 B - \theta_2 B^2 - \ldots - \theta_q B^q)
\]

(3)

In many cases, ARMA model is a very useful method to fit time-series data. However, when a time series exhibits seasonality, SARMA models that exploit the correlation between the data at successive periods of time are used. The generalized form of a SARMA model can be written as [37]:

\[
\varphi(B)\Phi(B)S^p y_t = \theta(B)\Theta(B)S^q \varepsilon_t
\]

\[
\varphi(B) = (1 - \varphi_1 B - \varphi_2 B^2 - \ldots - \varphi_p B^p)
\]

\[
\Phi(B)S^p = (1 - \Phi_1 S^p B - \Phi_2 S^p B^2 - \ldots - \Phi_q S^p B^q)
\]

\[
\theta(B) = (1 - \theta_1 B - \theta_2 B^2 - \ldots - \theta_q B^q)
\]

\[
\Theta(B)S^q = (1 - \Theta_1 S^q B - \Theta_2 S^q B^2 - \ldots - \Theta_p S^q B^p)
\]

(4)

where, \( \nabla \) is the differencing operator \( \nabla y_t = y_t - y_{t-1} \), \( \varphi(B) \) is the polynomial of \( p \) seasonal AR coefficients, and \( \Theta(B)S^q \) is the polynomial of \( q \) seasonal MA coefficients.

Such a model is denoted SARMA \((p,q)/P,Q,S\), in which \((p,q)\) represents the non-seasonal part, \((P,Q)\) represents the seasonal part, and \( S \) represents the length of the seasonality.

3.3. Time series and emergency department admissions

In the case of emergency department admissions, increasing attention has been accorded to time-series models to predict patient arrivals in hospital establishments [33,38]. The literature review shows that time-series analysis has been largely applied in the hospital sector to forecast patient arrivals, length of stay, and for projecting the utilization of inpatient days. In this regard, some of the recent research efforts made by previous researchers deserve mentioning. Jones et al. [39] used Box–Jenkins models to forecast the number of daily emergency admissions and the number of beds occupied by emergency admissions on a daily basis at Bromley Hospitals NHS Trust in the United Kingdom. Rodríguez and Hernández [40] studied ED patterns in a hospital in Tenerife, Spain. Their analysis was based on a time series of the number of ED presentations every hour over a 6-year period (1997–2002). Alkan and Kiyik [41] used autoregressive (AR) and Welch spectral estimation methods to analyze the electroencephalogram (EEG) signals. The parameters of autoregressive (AR) method were estimated by using Yule–Walker. The results demonstrate superior performance of the covariance methods over Yule–walker AR and Welch methods. Earnest et al. [42] used ARIMA models to forecast ward occupancy, due to SARS infection, for up to three days in advance. The authors used seasonal decomposition methods to obtain detailed estimates of the effects of the hour of day, the day of week, and the week of the year on attendances. Gooijer and Hyndman [43] reviewed the past 25 years of research into time-series forecasting covering the period 1982–2005. The authors divided the time-series models into linear and nonlinear models. They discussed the strengths and weaknesses of each method. Barisci [44] applied an adaptive auto regressive-moving average (A-ARMA) to analyze the electromyographic (EMG) signals. The author found that A-ARMA present good models with few parameters and their ability to, with small \( p \) and \( q \), represent a very rich set of stationary time series in a parsimonious way. Jones [38] evaluated the use of four statistical methods (Box–Jenkins, time-series regression, exponential smoothing, and artificial neural network models) to predict daily
ED patient volumes over 27 months (from 2005 to 2007) in three different hospital EDs in Utah and southern Idaho (USA). The authors compared four models with a benchmark multiple linear regression model already available in the emergency medicine literature. They claim that regression-based models incorporating calendar variables account for site-specific special-day effects, and allow for residual autocorrelation providing a more appropriate, informative, and consistently accurate approach for forecasting daily ED patient volumes. Jones [45] studied the temporal relationships between the demands for key resources in the emergency department (ED) and the inpatient hospital in 2006, and developed multivariate forecasting models. The authors compared the ability of the models they developed (multivariate models) to provide out-of-sample forecasts of ED census and the demands for diagnostic resources with a univariate benchmark model. Sun et al., [46] used a time-series method to predict daily emergency department attendances. The authors applied an autoregressive integrated moving average (ARIMA) method separately to three acuity categories and total patient attendances at the ED of an acute care regional general hospital from July 2005 to March 2008. They concluded that time-series analysis provides a useful, readily available tool for predicting emergency department workload that can be used for staff roster and resource planning. Nouira and Trabelsi [47] presented a hybrid system (called Online Multi-Agent Monitoring System) to solve the patient’s critical state monitoring problems in real time. The medical monitoring system combines multi-agent approaches with time-series models (ARIMA).

In the next section, the SPC charts will be integrated with time-series modelling to extend their anomaly-detection abilities for the case where a data are correlated in a medical context.

4. Time-series analysis model-based SPC control chart methodology for abnormal situation detection

The detection of abnormal situation can be accomplished using statistical analysis and control chart methods. To this end, a time-series analysis model was integrated with SPC charts to develop a methodology for the monitoring these situations. The methodology adopted is outlined in the following steps, as shown in Fig. 2.

**Step 1: Construction of the reference descriptive model.** The reference model is obtained by identifying the most relevant time-series model. The authors compared the ability of the models they developed (multivariate models) to provide out-of-sample forecasts of ED census and the demands for diagnostic resources with a univariate benchmark model. Sun et al., [46] used a time-series method to predict daily emergency department attendances. The authors applied an autoregressive integrated moving average (ARIMA) method separately to three acuity categories and total patient attendances at the ED of an acute care regional general hospital from July 2005 to March 2008. They concluded that time-series analysis provides a useful, readily available tool for predicting emergency department workload that can be used for staff roster and resource planning. Nouira and Trabelsi [47] presented a hybrid system (called Online Multi-Agent Monitoring System) to solve the patient’s critical state monitoring problems in real time. The medical monitoring system combines multi-agent approaches with time-series models (ARIMA).

**Step 2: Computation of the control chart limits.** In this second step, based on the residuals obtained from the reference model, the upper control limit (UCL) and the lower control limit (LCL) of the control chart(s) can be computed.

**Step 3: Detection of anomalies.** This step is composed of five main sub-steps:

1. Definition of the testing data set (anomaly data) that may possibly contain abnormal situations. The testing data set corresponds to abnormal operations in the inspected system.
2. Data pre-treatment, which consists in the analysis and the scaling of the testing data with the mean and standard deviation.
3. Generation of the residual vector ($\epsilon_t$), which is the difference between the measurements and the output of the reference time-series model constructed in step 1.

**Fig. 2.** Flowchart of the proposed abnormal situation detection methodology.
4. Computation of the control chart decision function, $z_t$. The computation of $z_t$ for individual observations in the case of an EWMA control chart is summarized in the next subsection.
5. Verification for abnormal situations. If the control chart decision function ($z_t$) exceeds the control limits (UCL, LCL) an anomaly is declared. In this case, emergency management (corrective actions and emergency measures) is triggered in order to attempt to return to an acceptable operating state. If no anomaly is detected ($z_t$ does not exceed the control limits), the day-to-day management is maintained.

To detect abnormal situations, the difference between the measurements and the reference model (residuals) may be used as an indicator. The residuals are close to zero when the behaviour of the monitored system is normal. However, when an abnormal situation occurs, the residuals deviate significantly from zero indicating the presence of a new situation that is significantly distinguishable from the normal situation.

As mentioned in Section 2.2, the design of the EWMA chart is flexible since it allows practitioners to select the right parameters to achieve the best possible performance. Also, the EWMA chart has the best detection time performance and its control limits can be easily determined. This control chart was thus chosen for the abnormal situation detection problem in the case study (Section 5).

Details regarding the time-series modelling and the EWMA control scheme are discussed in the following two subsections.

5. Case study: the paediatric emergency department (PED)

5.1. Abnormal situation in an emergency department (ED)

The emergency department is the most crowded hospital department. To deal with the influx of patients, emergency departments require significant human and material resources, and a high degree of coordination among human and material elements. Unfortunately, these resources are limited. This patient influx often leads to strain situations in these establishments [48]. Consequently, ED managers need to continuously monitor ED behaviour, as well as the strain situations often generated by the influx of patients, using detection and control strategies. These control strategies may help ED managers to control problems related to the growing demand for emergency medical care, to prepare for the increase in care activities and to optimize internal resources.

From a patient flow viewpoint, an abnormal situation in an emergency department (ED) is defined as a disequilibrium that may trigger a strain phenomenon, in which threshold value(s) are exceeded, between [48,49]:

- The demand for care (patient flow), and
- The care production capacity (supply).

The main factors identified that may affect this equilibrium are:

- Factors that influence the number of inputs (patient flow): seasonal epidemics (in winter: influenza, colds, gastroenteritis, bronchitis, etc.; in summer: trauma), health crises, cumulative causes such as the aging population,...
- Factors that influence the care production capacity: e.g. care system performance, number and competence of medical staff (capacity, experience feedback, availability of physicians downstream), and internal and external transfer capacity (availability of care services downstream).

Evaluating these situations imperatively requires relevant indicators [48]. For example, the number of patient arrivals at the ED is an important indicator in the modelling and management of these situations in such establishments.

The objective of this case study is to detect early abnormal situations generated by the influx of patients at the paediatric emergency department (PED) in Lille regional hospital centre, France.

5.2. SARMA-based EWMA methodology for detecting abnormal patient arrivals at the PED

The best way to manage abnormal situations caused by the influx of patients at the PED is to detect them as soon as possible to allow the PED managers to prepare for the increase in care activities and to have the flexibility (enough time) to implement corrective actions. In this sub-section, based on Fig. 2, the SARMA model is integrated with the EWMA chart to develop a methodology for the early detection of the occurrence of these situations in a PED. The main steps of the SARMA-based EWMA strategy are summarized in Table 2.

5.2.1. Training data set

This retrospective study was conducted utilizing a data set extracted from the database of the PED from November 2011 to March 2012 (epidemic period). The data used in this paper are the time series of hourly patient attendances at the PED. Before attempting to use these data, it was critical to conduct a preliminary descriptive analysis of the latter.

5.2.2. Data pre-treatment

Fig. 3 presents the actual number of patient arrivals per hour for each day of the epidemic period. According to this figure, the number of patients arriving at the PED varied considerably according to the hour of day. It also shows that the maximum arrival rate ($A_e$) at the PED was $A_e = 13$ patients/hour, which represents more than one patient per 5 min.

Fig. 4 illustrates the box plots of the mean hourly patient arrivals on every day of the week. This figure confirms that a pattern exists over the day; the green vertical dotted lines denote the transition between successive days.

The data presented in Fig. 4 were used as the anomaly-free training data and represent typical hourly patient arrivals at the PED. These data were used to develop a descriptive reference
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model representing the nominal behaviour of the inspected PED, which was then used to detect abnormal patient arrivals in future data.

The data series of weekday patient arrival patterns at the PED over a 24-hour period and the corresponding auto-correlation function (ACF) are shown in Figs. 5a and 6b, respectively.

According to Fig. 5a, it can be seen that the pattern of patient arrivals per hour at the PED follows a typical cycle; the vertical dashed lines denote the transition between successive days. This figure presents seasonality at regular 24-h intervals. Fig. 5b shows a clear periodicity of the ACF every 24 h (period between adjacent peaks in the ACF). These data, which are shown in Fig. 6a, were scaled to be zero mean with a unit variance, and then used to develop a model using the following equation:

\[
Y(t) = \mu_y + \sigma_y \epsilon_t
\]

where \(\sigma_y\) is the standard deviation and \(\mu_y\) is the time-series mean.

5.2.3. Build the reference SARMA model

Successful modeling relies generally on four main steps: data analysis and pretreatment, model selection, model estimation and validation. Data analysis and pretreatment usually consists to extract main characteristic features of studied system from a subset of training data, which therefore help us for the model selection step. Model estimation stage aims at determining optimal parameter values of the selected model that perfectly describes the training data. The last step consists in validating the selected model and checking the accuracy of the model to fit the data. The construction and validation of the best reference model of hourly patient attendances at the PED is presented in this sub-section.

5.2.3.1. Model estimation and selection. From the time-series plots depicted in Fig. 5, it is apparent that the time series is stationary and has seasonality \((s=24)\). This led us to study a seasonal auto-regression moving average model SARMA\((p, q) \times (P, Q)_{24}\). In this study, the parameters of the SARMA model were estimated using the maximum likelihood method for each data set \([34]\). The best-fit model for total attendances was SARMA\((1,1) \times (1,0)_{24}\). The mathematical equation of the SARMA model for hourly patient attendances at the PED is presented in Eq. (6), and the estimated parameters with their sampling standard deviation are shown in Table 3.

\[
(1-0.98B^{24})(1-0.77B)Y_t = (1-0.015B)\epsilon_t
\]

5.2.3.2. Model validation. To evaluate the goodness or the accuracy of the model to fit the data, various statistics have been developed \([50]\). In this study, mean-absolute-percentage-error (MAPE) and \(R^2\) (known as the coefficient of determination) have been used to assess the goodness of the constructed SARMA model. Table 4 presents the statistical validation measures applied to the time series. As shown in Table 4, the high \(R^2\) and the low MAPE of the SARMA reference model show that the latter is very representative of the observed time series.

5.2.3.3. Residual analysis. When conducting a residual analysis, a scatter plot of the residuals is one of the most commonly used plots to detect nonlinearity and outliers. Generally, if the points in a residual plot are randomly dispersed around zero, a linear regression model is appropriate for the data, if not a non-linear model is more appropriate. Fig. 6 shows the residuals of the selected SARMA model.

The verification of the normality of the residuals using Henry’s line and the histogram for the selected SARMA model is illustrated in Fig. 7 (left) and (right), respectively. Fig. 7 shows that the assumption of a normal distribution for the residuals appears to be reasonable.

The independence of the residuals (absence of autocorrelation) was then verified. The residuals were assumed to be non-auto correlated. To determine whether residuals are non-auto correlated, the ACF of the residuals is examined. If the assumption is satisfied, the ACF of the residuals should be large for any non-zero lag. If the ACF is significantly different from zero, this implies that there is dependence between observations. The ACF of the residuals for the selected SARMA model presented in Fig. 8 indicates that the residuals were not significantly different from a white
noise series. According to Fig. 8, the residuals are approximately uncorrelated. As the residuals are normally distributed and uncorrelated, it can be deduced that the constructed SARMA model fits the data well. Once developed, SARMA models can be combined with the EWMA monitoring chart for detecting abnormal patient arrivals at the PED.

5.2.4. Detection results

In this sub-section, the performance of the proposed SARMA-based EWMA anomaly detection algorithm is assessed and compared to that of the SARMA-based Shewhart and CUSUM methods through its utilization to monitor the occurrence of abnormal situations generated by abnormal patient arrivals at the PED.

In the absence of testing data from the PED database containing real anomalies, two different anomalies were simulated in this study to assess the performance of the proposed anomaly detection strategy. Indeed, we simulated anomalies whose magnitude is chosen according to guidelines provided by an expert of EDs. These simulated case studies were very helpful because they enabled a theoretical comparison between the various monitoring charts as the simulated anomalies in these case studies were known. To do so, before pre-processing the data, additive anomalies were injected into the raw data. Two different types of anomalies were simulated: abrupt anomalies and gradual anomalies. The two different types of anomaly are summarized in Table 5 and shown in Fig. 9.

Two case studies are presented in this section.

- In the first case study (case A), an abrupt increase in patient arrivals at the PED was considered as a result of a sudden increase in the number of patient arrivals,
- In the second case study (case B) it was assumed that the number of patient arrivals gradually increased and the abnormal situation slowly developed; this abnormal situation was termed gradual abnormal situation.

In this study, the performances of studied monitoring charts are validated by missed detection and false alarms rates. False alarm and missed detection rates are the most important detection performance criteria, from a practical point of view. A false alarm is an indication of an anomaly, when no anomaly has occurred. Missed detection denotes that a faulty data are misclassified as faultless data. Missed detection rate (MDR) is the number faulty data that does not exceed the control limits (missed detection) over the total number of faulty data.

\[
\text{MDR} = \frac{\text{missed detection}}{\text{faulty data}} \times 100\%.
\]

The FAR is the number of false alarms over the total number of faultless data and is defined as:

\[
\text{FAR} = \frac{\text{false alarms}}{\text{faultless data}} \times 100\%.
\]

The smaller values of the miss detection and false alarm rates show the better performance of the corresponding monitoring chart.

5.2.4.1. Case A: abrupt abnormal patient arrivals. In this first case, the problem of detecting abrupt abnormal patient arrivals was investigated. The testing data set was firstly scaled using the mean and standard deviation of the anomaly-free training data. The SARMA model built using the anomaly-free training data was used in this case to detect possible anomalies using unseen testing data. Two sub-cases are presented here to illustrate the ability of the
Shewhart I-chart although some observations in the faulty region do not exceed the anomaly is readily detectable by the Shewhart I-chart, even if the false alarm rate and missed detection rate are 0.30%. From Fig. 11, we can see that once the abnormal situation ends, the CUSUM chart takes time to return to the nominal state. In fact, using these features leads to poor performance in terms of false alarms. This is expected because of the nature of the CUSUM testing data set algorithms whereby when the rate of change of the CUSUM statistic is negative, the accumulator is reset to zero. This, in turn, accelerates the return to the statistical in-control state. In the chart, the reference value \( k \) and the decision limit \( \lambda \) are chosen to be 0.25 and 2.044, respectively, so that the ARL0 value of the chart is 200 (i.e., false alarm rate \( \alpha = 0.5\% \)).

Fig. 12 depicts the monitoring results of the SARMA-based EWMA anomaly detection chart based on the testing data. The parameters of the EWMA are chosen to be: the smoothing parameter \( \lambda = 0.3\% \), and the control limit width \( L = 3\% \). The dashed horizontal lines represent a 95% confidence limit used to identify the possible anomalies. Fig. 12 clearly shows the violation of the confidence limits and thus the ability of the proposed SARMA-based EWMA monitoring chart to detect this abnormal situation correctly (substantial patient flow) without any false alarms. The anomaly was clearly detected in the SARMA-based EWMA monitoring chart and its detection rate was also highest among the studied charts. Overall, the memory control charts, CUSUM and EWMA charts, had fewer missed detection than the Shewhart chart.

In the second example, a moderate bias level, 30% of the total variation in the testing data, was injected between samples 112–120.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Anomaly type</th>
<th>Description</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A</td>
<td>Abrupt anomaly</td>
<td>( y_t = y_{t-1} + b )</td>
<td>( b: ) the rate of increase (%)</td>
</tr>
<tr>
<td>Case B</td>
<td>Gradual anomaly</td>
<td>( y_t = y_{t-1} + s(k - k_s) )</td>
<td>( s: ) slope, and ( k_s: ) starting point of the gradual anomaly</td>
</tr>
</tbody>
</table>

Table 5: Anomaly types tested in the simulation study.
The monitoring results through the Shewhart I-chart monitoring statistic are shown in Fig. 13, which indicates that no anomaly has been detected through this testing. This result shows that the Shewhart I-chart is completely unable to detect this moderate simulated anomaly. This is because this monitoring chart only takes into account the information provided by the present data samples in the decision making process, which makes this monitoring chart not very powerful in detecting small or moderate anomalies. Indeed, the history data obtained before actual point contain useful information for process monitoring; but, the Shewhart chart ignores such information at all. For this reason, they would not be effective for detecting abrupt anomalies, especially in cases when the shifts are relatively small. As shown by these results, the Shewhart statistic exhibits low capability for incipient anomaly detection.

The performances of the SARMA-based CUSUM chart are demonstrated in Fig. 14. This figure clearly shows the violation of the confidence limits and thus the ability of the proposed SARMA-based CUSUM anomaly detection algorithm to detect this strain situation correctly (substantial patient flow), but with several false alarms. From Fig. 14 it can be noticed that the CUSUM anomaly detection chart is again superior to Shewhart chart. The performance of the SARMA-based EWMA anomaly detection method, on the other hand, (shown in Fig. 15), shows that it could detect this anomaly without any false alarms. CUSUM keeps reporting false alarms, and EWMA again performs well also for the given anomalous behaviour. For the EWMA chart, the chosen smoothing parameter and control limit width were $\lambda = 0.25$ and $L = 3$, respectively. Based on the above results, it is clear that SARMA-based EWMA monitoring chart demonstrates satisfactory results when compared to Shewhart and CUSUM charts.

To evaluate the results of the monitoring charts, an examination of the percentage of false alarms and missed detections would be essential. The performances of these three residual-based
monitoring charts are summarized in Table 7. The proposed SARMA-based EWMA control chart has a less number of false alarms and missed detection that SARMA-based Shewhart and CUSUM charts. The results confirm the efficiency of proposed method especially in term of false alarms.

5.2.4.2. Case B: gradual abnormal patient arrivals. A slowly increasing (or ramping) abnormal situation usually indicates a slow increase in the number of patient arrivals at the ED over a long period of time. The aim of this case study was to assess the potential of the proposed SARMA-based EWMA control scheme in detecting slow or gradual abnormal patient arrivals. Towards this end, a slow increase in ED arrivals with a slope of 0.1 was added to the test data starting at sample number 85 of the simulated testing data. In other words, the input variable $y_t$ was linearly increased from sample 85 to sample number 95 of the testing data by adding $0.1(k-85)$ to the $y_t$ value of each sample in this range, where $k$ is the sample number. The result of the Shewhart I-chart algorithm is shown in Fig. 16. According to this figure, there is no anomaly. Thus, this anomalous behaviour remained undetectable when the I-chart was applied. From this case study, it can be seen that the Shewhart chart is not sensitive to either the gradual abnormal patient arrivals or the abrupt abnormal patient arrivals in cases when such anomalies are small. As mentioned above, the major reason for this limitation of the Shewhart charts is that they use observed data at a single time point alone to evaluate the process performance at that time point. On the other hand, the results of SARMA-based EWMA and CUSUM anomaly-detection algorithms for the considered gradual abnormal patient arrivals are shown in Figs. 17 and 18. This figure shows that the SARMA-based EWMA and CUSUM statistics was able to successfully detect this abnormal situation by exceeding the threshold value. The SARMA-based EWMA and CUSUM statistics were gradually increased as the demand slowly increased, and began to violate the control limits when the abnormal situation became sufficiently large to be detected by the given model. The MEWMA and MCUSUM charts begins to increase linearly from the 85th sample and and exceed the control limits at the 91st sample (see Figs. 17 and 18). The proposed method produces fewer false alarms chart to detect this gradual anomaly than of the SARMA-based CUSUM chart.

<table>
<thead>
<tr>
<th>Statistical chart</th>
<th>Abrupt anomaly Case A1</th>
<th>Abrupt anomaly Case A1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shewhart</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CUSUM</td>
<td>0.3</td>
<td>0.08</td>
</tr>
<tr>
<td>EWMA</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

In summary, Shewhart monitoring chart, which is based on the uncorrelated residuals obtained from the selected SARMA model, only consider the last data point, making them less efficient in detecting relatively moderate and small anomalies. For this reason, moderate and small anomalies may lead it to report high numbers of missed detection. Alternatively, CUSUM and EWMA monitoring charts consider not only the last data point, but the entire past data. It makes them more sensitive than Shewhart chart to both gradual and incipient anomalies. It has been shown that the performances of univariate monitoring charts can be drastically improved by taking into account the information in the historical data in decision making procedure. CUSUM and EWMA charts are effective in the detection of small anomalies, while Shewhart charts are quick at detecting large shifts. The main difference between CUSUM and EWMA is that CUSUM gives assigns equal weights to all previous observations whereas EWMA weight all available observations based on its importance in characterizing the process, exponentially decaying weights assigned to the historical data. The proposed SARMA-based EWMA anomaly detection chart showed satisfactory anomaly-detection abilities for all anomaly types that are tested in this study compared with the CUSUM and Shewhart chart. The simulation results demonstrate an improved ability of the proposed SAARMA-based EWMA monitoring method over the CUSUM and Shewhart charts, especially for anomalies with small magnitudes.
6. Conclusion

In this paper, a statistical methodology combining time-series models with SPC control techniques was presented for the early detection of abnormal situations that may occur in EDs. Firstly, this article reports the development of a time-series model to describe hourly patient arrivals at the PED. Based on the data analysed from November 2011 to March 2012, the reference model with the best fit was a seasonal stationary auto-regression moving average model (SARMA). The results indicate that the proposed model provides an acceptable description of PED admissions. Secondly, an anomaly detection procedure based on the reference SARMA model was developed for the early detection of abnormal situations that may be caused by an influx of patients at the PED. SARMA was used as the modelling framework of the SARMA-based EWMA anomaly detection methodology. Then, the EWMA control scheme was applied to the residuals to detect anomalies when the data did not fit the reference SARMA model. Satisfactory detection results were obtained using the proposed method. To assess the fault detection abilities of the proposed SARMA-based EWMA anomaly detection method, two case studies were considered, one involving an abrupt abnormal situation caused by a sudden increase in the number of patient arrivals, the second one involving a gradual abnormal situation caused by a gradual increase in patient arrivals at the PED. The simulation results of all the cases clearly show the effectiveness of the proposed SARMA-based EWMA anomaly detection methodology over conventional methods, such as Shewhart and CUSUM charts, in detecting anomalies in hourly patient arrivals at the PED, especially small or moderate anomalies.

Early detection of abnormal situations in EDs is beneficial to foster reactive control thus enabling these situations to be avoided and/or the consequences reduced. The latter is important not only for anticipating and managing patients and internal resources in EDs, but also to predict sufficient hospitalization capacity downstream so as to be able to absorb the occasional increase in patient flow without reducing the quality of patient care. Therefore, by exploiting the information provided by this anomaly detection scheme, the performance of the ED can be optimized. The approach proposed and lessons learned from this study may assist other EDs in undertaking their own analyses to aid management and planning.

The next step of the study is to integrate the developed methodology in a decision support system (DSS). This will be a step toward real-time monitoring of ED behaviour aimed at preventing and predicting abnormal situations and examining the relationship between the indicators of these situations and the corresponding corrective actions (action plans).
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